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Fractures have an incidence of between 733 and 4017 per 
100 000 patient-years (1–3). In the financial year April 

2019 to April 2020, 1.2 million patients presented to an 
emergency department in the United Kingdom with an 
acute fracture or dislocation, an increase of 23% from the 
year before (4). Missed or delayed diagnosis of fractures on 
radiographs is a common diagnostic error, ranging from 
3% to 10% (5–7). There is an inverse relationship between 
clinician experience and rate of fracture misdiagnosis, but 
timely access to expert opinion is not widely available (6). 
Growth in imaging volumes continues to outpace radiolo-
gist recruitment: A Canadian study (8) from 2019 found 
an increase in radiologist workloads of 26% over 12 years, 
whereas a study from the American College of Radiologists 

found a 30% increase in job openings from 2017 to 2018 
(9). Strategies (6,10) to reduce rates of fracture misdiagno-
sis and to streamline patient pathways are crucial to main-
tain high standards of patient care.

Artificial intelligence (AI) is a branch of computer 
science in which algorithms perform tasks traditionally 
assigned to humans. Machine learning is a term that 
refers to a group of techniques in the field of AI that 
allow algorithms to learn from data, iteratively improv-
ing their own performance without the need for explicit 
programming. Deep learning is a term often used in-
terchangeably with machine learning but refers to al-
gorithms that use multiple processing layers to extract 
high level information from any input. Health care, and 
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summarized 32 studies, finding a wide range of accuracy (78%–
99%) similar to Langerhuizen et al (12), who found a range of 
77%–90% accuracy across 10 studies. Recent studies reported 
higher accuracy estimates (93%–99%) (12–14). Yang et al (14) 
performed a meta-analysis of nine studies with a pooled sensitiv-
ity and specificity of 87% and 91%, respectively.

Our study is a systematic review and meta-analysis of 42 
studies, comparing the diagnostic performance in fracture detec-
tion between AI and clinicians in peer-reviewed publications and 
in the gray literature (ie, articles published on preprint reposito-
ries) on radiographs or CT images. We described study methods, 
adherence to reporting guidelines, and we performed a detailed 
assessment of risk of bias and study applicability.

Materials and Methods

Protocol and Registration
This systematic review was prospectively registered with PROS-
PERO (CRD42020186641). Our study was prepared by using 
guidelines from the Preferred Reporting Items for a Systematic 
Review and Meta-analysis of Diagnostic Test Accuracy Studies 
(15,16). All stages of the review (title and abstract screening, 
full-text screening, data extraction, assessment of adherence to 
reporting guidelines, bias, and applicability) were performed in 

in particular, radiologic image classification, has been identi-
fied as a key sector in which AI could streamline pathways, 
acting as a triage or screening service, as a decision aid, or as 
second-reader support for radiologists (10).

Recent narrative reviews have reported high accuracy for deep 
learning in fracture detection and classification. Smets et al (11) 

Abbreviations
AI = artificial intelligence, TRIPOD = Transparent Reporting of a  
Multivariable Prediction Model for Individual Prognosis or Diagnosis

Summary
Artificial intelligence is noninferior to clinicians in terms of diagnos-
tic performance in fracture detection, showing promise as a useful 
diagnostic tool.

Key Results
	N In a systematic review and meta-analysis of 42 studies (37 studies 

with radiography and five studies with CT), the pooled diagnostic 
performance from the use of artificial intelligence (AI) to detect 
fractures had a sensitivity of 92% and 91% and specificity of 91% 
and 91%, on internal and external validation, respectively.

	N Clinician performance had comparable performance to AI in frac-
ture detection (sensitivity 91%, 92%; specificity 94%, 94%).

	N Only 13 studies externally validated results, and only one study 
evaluated AI performance in a prospective clinical trial.

Figure 1:   Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart shows studies selected for review. ACM = Association for Computing Ma-
chinery, AI = artificial intelligence, CENTRAL =  Central Register of Controlled Trials, CINAHL = Cumulative Index to Nursing and Allied Health Literature, IEEE = Institute of 
Electrical and Electronics Engineers and Institution of Engineering and Technology.
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Table 1: Characteristics of Studies, Developing and Internally Validating Algorithms

First Author Year
Imaging 
Modality

Target  
Condition View

Comparison 
Group

No. of Images per Set
Reference 
Standard

Model  
Output

Peer 
Review 
StatusTraining Tuning Testing

With a 
comparison  
group

  Adams (46)2018 Radio​
graphy

Proximal 
femur 
fracture

AP view Comparison 
of two 
algorithms, 
nonexpert 
clinicians

643 ... 161 Surgical 
confirmation

NR Yes

  Chen (35) 2021 Radio​
graphy

Vertebral 
fractures

Frontal view Expert 
clinicians

1045 N 261 Expert 
 consensus

Binary 
classification 
and saliency 
map

Yes

  Chung* 
(53)

2018 Radio​
graphy

Upper 
humerus 
fracture

AP view Expert 
clinicians

NR … … Expert  
consensus

NR Yes

  Gan (51) 2019 Radio​
graphy

Distal 
radius 
fracture

AP view Expert 
clinicians

5202 918 300 Expert  
consensus

Binary 
classification

Yes

  Jimenez-
Sanchez 
(50)

2020 Radio​
graphy

Proximal 
femur 
fractures

AP view Expert 
clinicians

943 135 269 Expert  
consensus

NR Yes

  Kim (58) 2018 Radio​
graphy

Distal 
radius or  
ulna 
fracture

Lateral  
view

Expert 
clinicians

8890 1111 1111 Single expert 
opinion

Probability of 
fracture

Yes

  Krogue 
(30)

2020 Radio​
graphy

Proximal 
femur 
fractures

AP view Expert 
clinicians 
with  
and 
without 
algorithm 
assistance

1849 739 438 Nonexpert 
consensus, 
with 
reference  
to other 
imaging 
in cases of 
uncertainty

Probability of 
fracture and 
saliency map

Yes

  Langer​
huizen (55)

2020 Radio​
graphy

Scaphoid 
fracture

Scaphoid 
series

Expert 
clinicians

180 20 100 MRI report Probability of 
fracture

Yes

  Mawatari 
(29)

2020 Radio​
graphy

Proximal 
femur 
fractures

AP view Expert and 
nonexpert 
clinicians, 
with and  
without 
algorithm  
assistance

550 N 50 Expert 
consensus, 
using CT/
MRI for 
reference

Probability of 
fracture

Yes

  Murata† 
(28)

2020 Radio​
graphy

Vertebral 
fractures

AP and  
lateral view

Expert and 
nonexpert  
clinicians

NR … … MRI report NR Yes

  Ozkaya 
(27)

2020 Radio​
graphy

Scaphoid 
fracture

AP view Expert and 
nonexpert  
clinicians

203 87 100 CT report and 
single expert 
opinion

NR Yes

  Pranata 
(62)

2019 CT Calcaneal 
fractures

NR Comparison 
of multiple 
algorithms

1550 N 381 Radiological 
report

NR Yes

Table 1 (continues)
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Table 1 (continued): Characteristics of Studies, Developing and Internally Validating Algorithms

First Author Year
Imaging 
Modality

Target  
Condition View

Comparison 
Group

No. of Images per Set
Reference 
Standard

Model  
Output

Peer 
Review 
StatusTraining Tuning Testing

  Raisuddin‡ 
(24)

2020 Radio​
graphy

Distal 
radius 
fracture

Concatenated 
AP  
and lateral 
view

Expert and 
nonexpert  
clinicians

1946 N N Expert 
consensus, 
with CT 
verification 
in “Test set 
2”

Probability of 
fracture and 
saliency map

No

  Urakawa 
(43)

2018 Radio​
graphy

Intertro​
chanteric 
proximal 
femur 
fractures

AP view Expert 
clinicians

2678 334 334 Single expert 
opinion

Binary 
classification

Yes

  Yamada 
(26)

2020 Radio​
graphy

Proximal 
femur 
fractures

Separate and 
combined 
AP/lateral 
view

Expert 
clinicians

2632 N 300 Expert 
consensus 
and CT/
MRI results

NR Yes

  Yu§ (42) 2020 Radio​
graphy

Proximal 
femur 
fracture

AP view Expert 
clinicians

637 212 212 Radiological 
report

Binary 
classification 
with 
bounding 
box

Yes

Without a 
comparison  
group

  Beyaz|| (40) 2020 Radio​
graphy

Proximal 
femur 
fracture

AP view None NR … … NR NR Yes

  Derkatch 
(52)

2019 Radio​
graphy

Vertebral 
fractures,  
lateral view

None 7646 1274 3822 Expert 
consensus

Binary 
classification 
and saliency 
map

Yes

  Grauhan 
(57)

2021 Radio​
graphy

Proximal 
humerus  
fracture

Unspecified 
views

None 2700 675 269 Single expert 
opinion, 
with expert  
consensus for 
test set

Probability of 
fracture and 
saliency map

Yes

  Mehta (47) 2019 Radio​
graphy

L1–4 
vertebral 
fractures

AP view None 246 N 61 Expert 
consensus

NR Yes

  Mutasa 
(48)

2020 Radio​
graphy

Proximal 
femur 
fractures

AP view None 7250 N 1813 Single expert 
opinion

Probability of 
fracture and 
saliency map

Yes

  Ragha​
vendra (61)

2018 CT T11-L1 
vertebral 
fractures

Sagittal  
view

None 783 N 336 Single expert 
opinion

NR Yes

  Rayan (45) 2019 Radio​
graphy

Supra​
condylar 
or lateral 
condyle  
elbow  
fracture

AP or lateral 
view

None 20 350 N 3096 Radiological 
report, 
single expert 
opinion  
in test set

Probability of 
fracture

Yes

  Sato (64) 2020 Radio​
graphy

Proximal 
femur 
fractures

AP view None 8484 1000 1000 Expert 
consensus

Probability of 
fracture and 
saliency map

No

Table 1 (continues)
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duplicate by two independent reviewers (R.Y.L.K. and either 
C.H., T.A.C., B.J., A.F., D.C., or M.S.), and disagreements 
were resolved by discussion with a third independent reviewer 
(G.S.C. or D.F.).

Search Strategy and Study Selection
A search was performed to identify studies that developed 
and/or validated an AI algorithm for the purposes of fracture  
detection. A search strategy was developed with an information 
specialist, including variations of the terms artificial intelligence 
and diagnostic imaging. The full search strategy is included in Ap-
pendix E1 (online) and Tables E1 and E2 (online). We searched 
the following electronic databases for English language peer-re-
viewed and gray literature between January 2018 and July 2020 
(updated in June 2021): Ovid Medline, Ovid Embase, EBSCO  
Cumulative Index to Nursing and Allied Health Literature, 
Web of Science, Cochrane Central, Institute of Electrical and 
Electronics Engineers and Institution of Engineering and Tech-
nology Xplore, Association for Computing Machinery Digital 
Library, arXiv, medRxiv, and bioRxiv. The reference lists of all 
included articles were screened to identify relevant publications 
that were missed from our search.

We included all articles that fulfilled the following inclusion 
criteria: primary research studies that developed and/or validated 
a deep learning algorithm for fracture detection or classification 
in any user-independent imaging modality, English language, 
and human subjects. We applied the following exclusion criteria 
to our search: conference abstracts, letters to the editor, review 
articles, and studies that performed purely segmentation tasks 
or radiomics analysis. We excluded duplicates by using Endnote 
39, following the method described by Falconer (15). We did 
not place any limits on the target population, study setting, or 
comparator group.

Data Extraction
Titles and abstracts were screened before full-text screening. 
Data were extracted by using a predefined data extraction sheet. 
A list of excluded studies, including the reason for exclusion, was 
recorded in a Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses flow diagram. Any further papers identified 
through reference lists underwent the same process of screening 
and data extraction in duplicate.

We extracted information from each study including peer- 
review status, study design, target condition, sample size, com-
parator groups, and results. Where possible, we extracted diag-
nostic performance information to construct contingency tables 
for each model and used them to calculate sensitivity and speci-
ficity. When studies included more than one contingency table, 
they were included in the analysis.

Statistical Analysis
We estimated the diagnostic performance of the deep learning 
algorithms and clinicians by carrying out a meta-analysis of stud-
ies providing contingency tables at both internal and external 
validation. We planned to perform a meta-analysis if at least five 
studies were eligible for inclusion, recommended for random-
effects meta-analysis (16). We used the contingency tables to 
construct hierarchical summary receiver operating characteris-
tic curves and to calculate pooled sensitivities and specificities, 
anticipating a high level of heterogeneity (17). We constructed 
a visual representation of between-study heterogeneity by using 
a 95% prediction region in the hierarchical summary receiver 
operating characteristic curves. We performed a meta-regression 
analysis to identify sources of between-studies heterogeneity by 
introducing level of bias; study and fracture type; the reference 
standard; peer-review status; and whether the algorithm used 
single or multiple radiologic views, data augmentation, or trans-

Table 1 (continued): Characteristics of Studies, Developing and Internally Validating Algorithms

First Author Year
Imaging 
Modality

Target  
Condition View

Comparison 
Group

No. of Images per Set
Reference 
Standard

Model  
Output

Peer 
Review 
StatusTraining Tuning Testing

  Starosolski 
(49)

2019 Radio​
graphy

Tibial 
fracture

AP or lateral 
view

None 784 98 98 Radiological 
report

Probability of 
fracture and 
saliency map

No

  Yahalomi 
(41)

2018 Radio​
graphy

Distal 
radius 
fracture

AP view None 3583 N 893 Single expert 
opinion

Binary 
classification 
with 
bounding 
box

No

  Yoon (23) 2021 Radio​
graphy

Scaphoid 
fracture

AP and ulnar  
deviated 
views

None 8356 1177 2305 Expert 
consensus

Probability of 
fracture and 
saliency map

Yes

Note.—AP = anteroposterior, N = no tuning set, NR = not reported.
* Ten-fold cross-validation (n = 189).
† Fivefold cross-validation (n = 300).
‡ Test set 1, 207 images; test set 2, 105 images.
§ Twenty-fold cross validation.
|| Fivefold cross-validation (n = 2106).
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Table 2: Characteristics of Studies Developing, Internally and Externally Validating Algorithms

First 
Author Year

Imaging 
Modality Target Condition View

Comparison 
Group

No. of Images per Set
Reference 
Standard Model Output

Peer 
Review 
StatusTraining Tuning Testing

Bluthgen 
(39)

2019 Radio​
graphy

Distal radius 
fracture 

Concatenated 
AP  
and lateral 
views

Expert 
clinicians

524 N 300 Expert 
consensus

Probability of 
fracture and 
saliency map

Yes

Cheng* 
(33)

2021 Radio​
graphy

Proximal femur 
and pelvic 
fractures 

AP view Expert 
clinicians

NR … … NR Probability 
of fracture, 
saliency map 
and point 
annotation

Yes

Cheng† 
(38)

2019 Radio​
graphy

Proximal femur 
fracture 

AP view Expert 
clinicians

23 288 N 5822 Single expert 
opinion

Probability of 
fracture and 
saliency map

Yes

Choi‡ 
(32)

2021 Radio​
graphy

Proximal femur 
fracture 

AP view None NR … … CT report Probability of 
fracture and 
saliency map

No

Choi§ 
(36)

2020 Radio​
graphy

Upper humerus 
fracture 

AP or lateral 
view

Expert 
clinicians

1012 254 N Expert 
consensus

Probability of 
fracture and 
saliency map

Yes

Lindsey|| 
(54) 

2018 Radio​
graphy

Any wrist fracture Any view Expert and 
nonexpert 
clinicians,  
with and 
without 
algorithm  
assistance

28 341 3149 3500 Expert 
consensus

Binary 
classification 
and 
segmentation 
prediction

Yes

Thian 
(44)

2019 Radio​
graphy

Distal radius 
fracture 

AP or lateral 
view

None 13 153 N 1461 Expert 
consensus

Saliency map Yes

Wang 
(37)

2019 Radio​
graphy

Proximal femur or 
pelvic fracture 

AP view Expert 
clinicians

3087 882 441 Expert 
consensus

Binary 
classification 
with 
bounding 
box

No

Zhou 
(59)

2020 CT Rib fractures NR Expert 
clinicians, 
with and  
without 
algorithm 
assistance

876 98 105 Expert 
consensus

Binary 
classification

Yes

Note.—AP = anteroposterior, N = no tuning set, NR = not reported.
* Fivefold cross-validation (n = 5204); external test set, 1888 images.
† External test set, 100 images.
‡ n = 4235; external test set, 500 images.
§ External test set 1, 258 images; external test set 2, 95 images.
|| External set, 1400 images.

fer learning as covariates. Statistical significance was indicated at 
a P value of .05. All calculations were performed by using statis-
tical software (Stata version 14.2, Midas and Metandi modules; 
StataCorp) (18,19).

Quality Assessment
We assessed studies for adherence to reporting guidelines by 
using the Transparent Reporting of a Multivariable Prediction 

Model for Individual Prognosis or Diagnosis (TRIPOD) check-
list, which is a 22-item list of recommendations to aid transpar-
ent reporting of studies that develop and/or validate prediction 
models (20). We used a modified version of TRIPOD (Appen-
dix E2, Table E3 [online]), as we considered that not all items 
on the checklist were informative for deep learning studies; for 
example, reporting follow-up time is irrelevant for diagnostic 
accuracy studies. The checklist therefore is limited in granular 
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discrimination between studies, but instead acts as a general in-
dicator of reporting standards.

We used the Prediction Model Study Risk of Bias Assess-
ment Tool, or PROBAST, checklist to assess papers for bias and 
applicability (Appendix E2, Table E4 [online]) (21). This tool 
uses signaling questions in four domains (participants, predic-
tors, outcomes, and analysis) to provide both an overall and a 
granular assessment. We considered both the images used to 
develop algorithms, and the patient population or populations 
the models were tested on, to assess bias and applicability in the 
first domain. We did not include an assessment of bias or ap-
plicability for predictors. The diagnostic performance of both AI 
and clinicians at internal and external validation was examined 
separately in studies assessed at low risk of bias.

Publication Bias
We minimized the effect of publication bias by searching pre-
print servers and hand-searching the reference lists of included 
studies. We performed a formal assessment of publication bias 
through a regression analysis by using diagnostic log odds ratios 
and testing for asymmetry (22).

Results
Study Selection and Characteristics
We identified 8783 peer-reviewed studies, of which 1981 were 
duplicates. A further 149 studies were identified through preprint 

servers and citation searching. After full-text screening, 42 studies 
were included in the review, of which 35 were peer-reviewed pub-
lications and seven were preprint publications (Fig 1). Thirty-seven 
studies identified fractures on radiographs, of which 18 focused on 
lower limb, 15 on upper limb, and four on other fractures (Tables 
1–3) (23–58). Five studies identified fractures on CT images (59–
63). All studies performed their analyses with a computer, with 
retrospectively collected data, by using a supervised learning ap-
proach; and one study also performed a prospective nonrandom-
ized clinical trial (34). Thirty-six studies developed and internally 
validated an algorithm, and nine of these studies also externally 
validated their algorithm (23,24,26–30,32,33,35–55,57–59,61–
63). Six studies externally validated or made an incremental 
change to a previously developed algorithm (25,31,34,56,60,63). 
Twenty-three studies restricted their analysis to a single radiologic 
view (25,27,29–35,37,38,40–43,46–48,50–53,58).

Sixteen studies compared the performance of AI with ex-
pert clinicians, seven compared AI to experts and nonexperts, 
and one compared AI to nonexperts only (24,26–31,33–
39,42,43,46,50,51,53–55,58,59). Six studies included clini-
cian performance with and without AI assistance as a compari-
son group (29–31,34,54,59). The size of comparison groups 
ranged from three to 58 (median, six groups; interquartile range, 
4–15). Three studies compared their algorithm against other al-
gorithms and 16 studies did not include a comparison group 
(23,25,32,40,41,44–49,52,56,57,60–64).

Table 3: Characteristics of Studies Making Incremental Changes, or Externally Validating Algorithms

First 
Author Year

Imaging 
Modality

Target 
Condition View

Comparison 
Group

No. of Images per Set
Reference 
Standard Model Output

Peer 
Review 
StatusTraining Tuning Testing

Cheng* 
(34)

2020 Radio​
graphy

Proximal femur 
fracture 

AP view Expert and 
nonexpert 
clinicians, with 
and without 
algorithm 
assistance

… … … Expert 
consensus

Probability of 
fracture and 
saliency map

Yes

Duron† 
(31)

2021 Radio​
graphy

Any 
appendicular 
fracture 

Unspecified 
views

Expert and 
nonexpert 
clinicians, with 
and without 
algorithm 
assistance

… … … Expert 
consensus

Binary 
classification 
and 
bounding 
box

Yes

Kitamura 
(56)

2019 Radio​
graphy

Ankle fracture AP or lateral 
view

Comparison 
of multiple 
algorithms

1441 N 240 Expert 
consensus

NR Yes

Kolanu‡ 
(63)

2020 CT Vertebral 
compression 
fractures

NR None … … … Expert 
consensus

NR Yes

Uysal 
(25)§

2021 Radio​
graphy

Any shoulder 
fracture

Views not 
specified

Comparison 
of multiple 
algorithms

8379 N 563 NR Binary 
classification

No

Note.—AP = anteroposterior, N = no tuning set NR = not reported.
* External test set, 100 images; prospective clinical trial, 632 images.
† External test set, 600 images.
‡ External validation, 1696 images.
§ External validation, 150 images.
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Figure 2:  Summary of study adherence to Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) reporting guidelines.

30,32,33,35–44,46,48–59,61,62). Twenty-six studies used ran-
dom split sample validation as a method of internal validation, 
five used stratified split sampling, and four used a resampling 
method (Table E6 [online]) (23–31,33,35–55,57,58,61,62).

Twenty-two studies included localization of fractures in 
model output to improve end-user interpretability (23,24,30–
39,41,42,44,48,49,52,54,57,60,64). Metrics used to evaluate 
model performance varied widely, including sensitivity and 
specificity (38 studies); area under the receiver operating charac-
teristic curve and Youden index (23 studies); accuracy (22 stud-
ies); positive and negative predictive values (nine studies); and 
F1, precision, and recall (nine studies).

Quality Assessment
Adherence to TRIPOD reporting standards was variable (Fig 2).  
Four items were poorly reported (,50% adherence): clarity of 
study title and abstract (19% and 17% adherence, respectively), 
sample size calculation (2.4%), discussion and attempt to im-
prove model interpretability (43%), and a statement about sup-
plementary code or data availability (19%).

Prediction Model Study Risk of Bias Assessment Tool, or 
PROBAST, led to an overall rating of 22 (52%) and 21 (50%) 
studies as high risk of bias and concerns regarding applicability, 
respectively (Fig 3). The main contributing factors to this as-
sessment were studies that did not perform external validation, 
or internally validated models with small sample sizes. Fifteen 
(36%) studies were judged to be at high risk of bias and 18 
(43%) at high concern for applicability in participant selection 

To generate a reference standard for image labeling, 18 stud-
ies used expert consensus, six relied on the opinion of a single 
expert reader, seven used pre-existing radiologic reports or other 
imaging modalities, five studies used mixed methods, and one 
defined their reference standard as surgically confirmation frac-
tures (23,24,26–32,34–39,41–63). Three studies did not report 
how their reference standard was generated (25,33,40).

Study Participants
The number of participants represented by each data set ranged 
widely (median, 1169; range 65–21,456; interquartile range, 
425–2417; Appendix E3, Table E5 [online]). The proportion of 
participants with a fracture in each data set also ranged widely 
(median, 50%; interquartile range, 40%–64%). Seventeen stud-
ies did not include the proportion of study participants who were 
men or women, and 15 studies did not include information about 
participant age (23,25,27,34–37,41,46,54,56,57,58,60–63).

Algorithm Development and Model Output
The size of training (median, 1898; interquartile range, 784–
7646), tuning (median, 739; interquartile range, 142–980) and 
test (median, 306; interquartile range, 233–1111) data sets at 
the patient level varied widely (Tables 1–3). Five of 33 (15.2%) 
studies that developed an algorithm did not report the size of 
each data set separately (24,28,32,33,40). In studies that per-
formed external validation of an algorithm, the median size of 
the data set was 511 (range, 100–1696). Thirty studies used 
data augmentation, and 30 studies used transfer learning (23–
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because of inclusion and exclusion criteria. In general, studies 
were at low concern for bias (six; 14% high concern) and appli-
cability (nine; 21% high concern) in specifying outcomes and in 
analysis (nine; 21% high concern).

Meta-Analysis
We extracted 115 contingency tables from 32 studies (55 061 
images) that provided sufficient information to calculate contin-
gency tables for binary fracture detection (Tables E7, E8 [online])  

(23–25,27–40,42,43,45,47–49,51,53,55–58,60,61,63). 
Thirty-seven contingency tables from 26 studies were extracted 
for reported algorithm performance on internal validation, and 
15 were extracted from seven studies on external validation. 
Thirty-six contingency tables from 12 studies were extracted 
for human performance on the same internal validation test 
sets, and 23 contingency tables from seven studies were ex-
tracted for performance on the same external validation test 
sets (24,27,30,31,33–39,42,43,51,53,55). Four contingency 

Figure 3:  Summary of Prediction Model Study Risk of Bias Assessment Tool (PROBAST) risk of bias and concern about generalizability scores.

Figure 4:  Hierarchical summary receiver operating characteristic (HSROC) curves for (A) fracture detection algorithms and (B) 
clinicians with internal validation test sets. The 95% prediction region is a visual representation of between-study heterogeneity.
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tables were extracted from four studies for human performance 
with AI assistance (29–31,34).

Hierarchical summary receiver operating characteristic 
curves from the studies evaluating AI and clinician perfor-
mance on internal validation test sets are included in Figure 4. 
The pooled sensitivity was 92% (95% CI: 88, 94) for AI and 
91% (95% CI: 85, 95) for clinicians. The pooled specificity 
was 91% (95% CI: 88, 93) for AI and 92% (95% CI: 89, 95) 
for clinicians. At external validation, the pooled sensitivity was 
91% (95% CI: 84, 95) for AI and 94% (95% CI: 90, 96) for 
clinicians on matched test sets (Fig 5). The pooled specificity 
was 91% (95% CI: 82, 96) for AI and 94% (95% CI: 91, 
95) for clinicians. When clinicians were provided with AI as-
sistance, the pooled sensitivity and specificity were 97% (95% 
CI: 83, 99) and 92% (95% CI: 88, 95), respectively.

Meta-regression of all studies showed that lower model 
specificity was associated with lower risk of bias (89%; 95% 

CI: 87, 91; P , .01), use of data augmentation (92%; 95% CI: 
90, 93; P , .01), and transfer learning (91%; 95% CI: 90, 93;  
P , .01). Higher model sensitivity was associated with algo-
rithms focusing on lower limb fractures (95%; 95% CI: 93, 97;  
P , .01) and use of resampling methods (97%; 95% CI: 94, 100;  
P , .01). We performed a sensitivity analysis, separately evaluat-
ing studies with low risk of bias. We found that all performance 
metrics were lower, although only the reduction in area under 
the curve in studies assessing the performance of algorithms at 
external validation reached statistical significance (96%; 95% 
CI: 94, 98; P , .01; Table 4, Fig 6). We report findings of sen-
sitivity analyses for other covariates in Figure E1, Appendix E4, 
and Tables E9–E13 (online).

Publication Bias
We assessed publication bias by using a regression analysis to 
quantify funnel plot asymmetry (Fig E2 [online]) (22). We 

Table 4: Pooled Sensitivities, Specificities, and Areas Under the Curve for Artificial Intelligence Algorithms and Clinicians

Parameter Sensitivity (%) Specificity (%) AUC No. of Contingency Tables
Algorithms, internal validation, all studies 92 (88, 94) 91 (88, 93) 0.97 (0.95, 0.98) 37
  Studies with low bias 90 (86, 93) 89 (85, 92) 0.95 (0.93, 0.97) 21
Clinicians, internal validation, all studies 91 (85, 95) 92 (89, 95) 0.97 (0.95, 0.98) 36
  Studies with low bias 89 (76, 95) 86 (80, 90) 0.93 (0.90, 0.95) 13
Algorithms, external validation, all studies 91 (84, 85) 91 (81, 95) 0.96 (0.94, 0.98) 15
  Studies with low bias 89 (76, 95) 80 (74, 85) 0.87 (0.84, 0.90) 10
Clinicians, external validation, all studies 94 (90, 96) 94 (91, 95) 0.98 (0.96, 0.99) 23
  Studies with low bias 93 (87, 96) 93 (89, 95) 0.97 (0.95, 0.98) 16
Clinicians with AI assistance, all studies 97 (83, 99) 92 (88, 95) 0.95 (0.92, 0.96) 4
  Studies with low bias 97 (83, 99) 92 (88, 95) 0.95 (0.92, 0.96) 4

Note.—Data in parentheses are 95% CIs. Results of all studies and studies with low bias are compared. AI = artificial intelligence, AUC = 
area under the receiver operating characteristic curve.

Figure 5:  Hierarchical summary receiver operating characteristic (HSROC) curves for (A) fracture detection algorithms and (B) 
clinicians with external validation test sets. The 95% prediction region is a visual representation of between-study heterogeneity.
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found that the slope coefficient was 25.4 (95% CI: 213.7, 
2.77; P = .19), suggesting a low risk of publication bias.

Discussion
An increasing number of studies are investigating the potential 
for artificial intelligence (AI) as a diagnostic adjunct in fracture 
diagnosis. We performed a systematic review of the methods, 
results, reporting standards, and quality of studies in assess-
ing deep learning in fracture detection tasks. We performed a 
meta-analysis of diagnostic performance, grouped into internal 
and external validation results, and compared with clinician 
performance. Our review highlighted four principal findings. 
First, AI had high reported diagnostic accuracy, with a pooled 
sensitivity of 91% (95% CI: 84, 85) and specificity of 91% 
(95% CI: 81, 95). Second, AI and clinicians had comparable 
performance (pooled sensitivity, 94% [95% CI: 90, 96]; and 
specificity, 94% [95% CI: 91, 95]) at external validation. The 
addition of AI assistance improved clinician performance fur-
ther (pooled sensitivity, 97% [95% CI: 83, 99]; and specificity, 
92% [95% CI: 88, 95]), and one study found that clinicians 
reached a diagnosis in a shorter time with AI assistance (29–31, 
34). Third, there were significant flaws in study methods that 
may limit the real-world applicability of study findings. For 
example, it is likely that clinician performance was underesti-
mated: Only one study provided clinicians with background 
clinical information. Half of the studies that had a clinician 
comparison group used small groups (ie, less than five) at high 
risk of interrater variation. All studies performed experiments 
on a computer or via computer simulation, and only one eval-
uated human-algorithm performance in a prospective clini-
cal trial. Fourth, there was high heterogeneity across studies, 
partly attributable to variations in study methods. Heterogene-
ity in sensitivity and specificity was higher when methodologic 
choices, such as internal validation methods or reference stan-
dards, were used. There was a wide range of study sample size, 
but only one study (63) performed a sample size calculation.

Previous narrative reviews have reported a wide range of AI ac-
curacy (11–13). However, the use of accuracy as an outcome met-
ric in image classification tasks can be misleading (65). For exam-
ple, in a data set consisting of 82% fracture and 18% unfractured 

radiographs, an AI that always predicts a fracture will have a re-
ported accuracy of 82%, despite being deeply flawed (30). A meta-
analysis of nine studies by Yang et al (14) reported a pooled sen-
sitivity and specificity of 87% (95% CI: 78, 93) and 91% (95% 
CI: 85, 95), respectively. This is consistent with the findings of 
our meta-analysis of 32 studies. We provided further granularity 
of results, reporting pooled sensitivity and specificity separately for 
internal (sensitivity, 92% [95% CI: 88, 94]; and specificity, 91% 
[95% CI: 88, 93]) and external (sensitivity, 91% [95% CI: 84, 
95]; and specificity, 91% [95% CI: 81, 95]) validation.

Our study had limitations. First, we only included studies in 
the English language that were published after 2018, excluding 
other potentially eligible studies. Second, we were only able to 
extract contingency tables from 32 studies. Third, many studies 
had methodologic flaws and half were classified as high concern 
for bias and applicability, limiting the conclusions that could be 
drawn from the meta-analysis because studies with high risk of 
bias consistently overestimated algorithm performance. Fourth, 
although adherence to TRIPOD items was generally fair, many 
manuscripts omitted vital information such as the size of train-
ing, tuning, and test sets.

The results from this meta-analysis cautiously suggest that AI 
is noninferior to clinicians in terms of diagnostic performance in 
fracture detection, showing promise as a useful diagnostic tool. 
Many studies have limited real-world applicability because of 
flawed methods or unrepresentative data sets. Future research 
must prioritize pragmatic algorithm development. For example, 
imaging views may be concatenated, and databases should mir-
ror the target population (eg, in fracture prevalence, and age and 
sex of patients). It is crucial that studies include an objective as-
sessment of sample size adequacy as a guide to readers (66). Data 
and code sharing across centers may spread the burden of gener-
ating large and precisely labeled data sets, and this is encouraged 
to improve research reproducibility and transparency (67,68). 
Transparency of study methods and clear presentation of results 
is necessary for accurate critical appraisal. Machine learning ex-
tensions to TRIPOD, or TRIPOD-ML, and Standards for Re-
porting of Diagnostic Accuracy Studies, or STARD-AI, guide-
lines are currently being developed and may improve conduct 
and reporting of deep learning studies (69–71).

Figure 6:  Summary of pooled sensitivity, specificity, and area under the curve (AUC) of algorithms and clinicians comparing all studies versus 
low-bias studies with 95% CIs.
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Future research should seek to externally validate algorithms 
in prospective clinical settings and provide a fair comparison 
with relevant clinicians: for example, providing clinicians with 
routine clinical detail. External validation and evaluation of al-
gorithms in prospective randomized clinical trials is a necessary 
next step toward clinical deployment. Current artificial intelli-
gence (AI) is designed as a diagnostic adjunct and may improve 
workflow through screening or prioritizing images on worklists 
and highlighting regions of interest for a reporting radiologist. 
AI may also improve diagnostic certainty through acting as a 
“second reader” for clinicians or as an interim report prior to 
radiologist interpretation. However, it is not a replacement for 
the clinical workflow, and clinicians must understand AI perfor-
mance and exercise judgement in interpreting algorithm output. 
We advocate for transparent reporting of study methods and re-
sults as crucial to AI integration. By addressing these areas for 
development, deep learning has potential to streamline fracture 
diagnosis in a way that is safe and sustainable for patients and 
health care systems.
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